Fuzzy-Based Head Attitude Estimation for
Improved Students’ Concentration Evaluation

Zheng Zhoul[0009—0001—3981—6328] Kaoru Hirotal[0000_0001_5347_6182] Yaplng
Dail[0000700017879575333] MD SHARIFUL ISLAMl[0009700097112076278]

Bemnet Wondimagegnehu Mersha![0000—0002—1000—8984]  yyej
D@i2[0009-0002-1397=451X] 4] Yumin Lin2[0009—0004—6617—8575]

! Beijing Institute of Technology, Beijing 100081, China
2 River Security Technology Co., LTD, Shanghai 200336, China
32202208860bit.edu.cn

Abstract. In order to evaluate students’ concentration in offline educa-
tion, an algorithm based on fuzzy comprehensive evaluation is proposed.
The algorithm evaluates students’ concentration by measuring their head
attitude angle, which consists of three modules: face key points detection,
head attitude angle measurement and concentration decision, and out-
puts the curve of students’ overall concentration score over time. Com-
pared with other concentration evaluation methods, the proposed algo-
rithm achieves the evaluation of overall students’ concentration under
low pixel video and is suitable for most offline classrooms with moni-
toring devices. The overall functional effectiveness of the algorithm was
tested with a classroom video dataset of 35 students. The algorithm out-
puts students’ concentration scores at 30 FPS, meeting the requirement
of a real-time classroom. The algorithm’s scores were compared to the
artificial scores of 15 experts, resulting in an average accuracy of 88.3%
and a Pearson’s correlation coefficient of 0.936 between the two, thus val-
idating the effectiveness of the algorithm. The proposed algorithm can
provide educators with a reference for educational effectiveness and help
to realize the automatic assessment of educational quality in the future.

Keywords: Offline education - Concentration evaluation - Head atti-
tude estimation- Fuzzy comprehensive evaluation.

1 Introduction

For students in offline education, concentration reflects mastery of teaching con-
tent. Some studies have analyzed videos or images through computer vision
methods to detect concentration. Among them, Savchenko utilizes a multi-task
convolutional neural network (MTCNN) for face detection and employs a trained
lightweight convolutional neural network (CNN) to classify images and obtain
facial sentiment features. This process outputs predicted levels of concentration
and individual moods [1]. Pabba uses a methodological framework for training
facial expression recognition models using CNNs to recognize students’ facial ex-
pressions from videos and classify students’ concentration into low, medium, and
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high levels [2]. Thomas uses computer vision technology to analyze the students’
concentration levels from their facial expressions, head postures, and eye gaze
and uses machine learning algorithms to make decisions that categorize the level
of concentration as attentive or distracted [3]. Zhong scores head attitude based
on the left and right rotation angle of the head and the head-up and head-down
angle. Fatigue is scored through the results of eye and mouth closure detection,
and emotion is scored in combination with the results of facial expression detec-
tion. The scores from these three aspects are combined to quantify the degree
of concentration [4]. Most methods evaluate concentration status by identifying
students’ facial expressions or the degree of eye and mouth closure. However,
there are some shortcomings in current students’ concentration research.

— Most of the studies are based on single-person concentration concentration,
i.e., only one student is present in a single image frame. However, there are
a large number of students in real classroom scenarios and fewer studies
exploring the overall concentration of multiple students in a single image
frame.

— The low resolution of video provided by the surveillance equipment in some
classrooms makes it difficult to analyze eyes and mouths. Additionally, the
changes in students’ expressions in the classroom are not obvious, rendering
the study of facial expressions less meaningful.

Therefore, in responding to these issues, a concentration evaluation algorithm
based on fuzzy comprehensive evaluation is proposed to evaluate students’ class-
room concentration by measuring their head attitude angle. By analyzing the
classroom surveillance video, we can measure the head attitude angle. The algo-
rithm can be applied to most classrooms with cameras. The overall concentration
in the classroom better reflects the effectiveness of the teacher’s teaching, facili-
tating the teacher’s scheduling of the lesson. However, in classrooms with many
students, it becomes challenging for the teacher to detect the overall concentra-
tion state of the students. Additionally, students’ concentration in the classroom
is a vague concept without a clear definition. To address these issues, the pro-
posed algorithm detects students’ head attitude angle. Using the detected head
attitude angle as input, the student’s concentration score output is obtained
through a comprehensive fuzzy evaluation. The student’s concentration scores
in the classroom from the algorithm provide a reference for teachers’ teaching
effectiveness.

Section 2 describes the general framework of the concentration evaluation
algorithm. Section 3 describes experimental validation and analysis of results.

2 General Framework of Concentration Evaluation
Algorithm

In this section, the general structure of the algorithm is presented and the the-
oretical approach of the three modules is described.
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2.1 Framework of Algorithm

The experimental dataset consists of two parts: a single-person video dataset
captured by the computer’s front-facing camera and a classroom video dataset
with 35 students. The overall flow of the algorithm is shown in Fig. 1. Taking
the classroom video as input, the proposed concentration evaluation algorithm
consists of three modules: face key points detection, head attitude angle mea-
surement and concentration decision. In the face key points detection module,
the Retinaface algorithm is used to extract students’ face images from the class-
room surveillance video image and detect the 2D key point coordinates of each
face image. In the head attitude angle measurement module, the 2D key point
coordinates of the face are matched with the 3D face model to derive the ro-
tation matrix. The head attitude Euler angle is solved by the rotation matrix.
In the concentration decision module, the head attitude angle of each person is
evaluated as the corresponding level through a fuzzy comprehensive evaluation.
The concentration levels of all detected students are fused to obtain the students’
concentration scores in the classroom. The curve of the students’ concentration
scores over time is the output.
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Fig. 1. The overall flow of the algorithm

2.2 Face Key points Detection Module

The algorithm uses the Retinaface model for face key points detection. Use the
center of left eye, the center of right eye, the tip of the nose, the left corner of
the mouth, and the right corner of the mouth as the five key points of the face
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to observe. This module detects the face in the video image and locates the five
key points.

Retinaface is a face detection model proposed by the Insight Face team in
2019 [5]. The network structure consists of four modules in total: the backbone
network, feature pyramid, context module, and multitask loss function.

The method uses the Residual Network ResNet50 as the backbone network
with feature pyramid layers from P2 to P6 [6]. Here, P2 to P5 computes the out-
puts of the corresponding ResNet residual phases (layers C2 to C5) by utilizing
top-down and cross-connections. Separate context modules are also applied to
these five feature pyramid layers to improve the sensory field and increase the
capability of contextual modeling. Retinaface’s multitasking loss function corre-
sponds to four parallel branches, including the face classification loss function,
the detection of face frame position regression function, the key point positions
regression function, and the face pixel vs. 3D position and correspondence. Ad-
ditionally, in the Loss Supervised Signal, RetinaFace focuses on increasing the
importance of bounding box and key points location. The module output con-
sists of three parts: the probability of the face image, the coordinates of the face
frame, and the coordinates of the five face key points.

2.3 Head Attitude Angle Measurement Module

The video image represents the 2D planar world and the head attitude angle is
measured for the 3D world. The 3D head attitude angle of the student needs
to be restored from the 2D key point information obtained in Section 2.2. The
3D stereo image can be projected to obtain a 2D planar view, and the rotation
angle of the transformation can be obtained by solving the rotation matrix.
The problem of detecting the 3D head attitude angle of a student from a video
frame is transformed into the mapping and calibration between four coordinate
systems: the 2D-pixel coordinate system, the 2D image coordinate system, the
3D camera coordinate system, and the 3D world coordinate system [6]. The
transformation relationship of the four coordinate systems [7] is shown in
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(1)
where (u, v) are the 2D coordinates of the key points of the face in the pixel
coordinate system detected in Section 2.2, and (X, Yi,, Z,) are the 3D stan-
dard coordinates in the world coordinate system. (f,, f,) are the components
of the focal length in the horizontal and vertical axes, and (ug, vg) are the op-
tical center of the camera. The rotation translation matrix (R, T) is the target
object attitude matrix, where R denotes the rotation matrix, and 7" denotes the
translation matrix.

Consider that the focal length is approximated as the width of the image, the
center of the image is close to the optical center, and there is no radial distortion
of the lens. Find the desired rotation matrix R.
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The pixel coordinates of the five key points were obtained using the Dlib
module and referenced to the standard frontal facial features to obtain the 3D
standard reference coordinates of the key points, as shown in Table 2. The algo-
rithm uses three Euler angles, Pitch, Yaw and Roll, to describe the head attitude,
representing the student’s head down and up, head turn left and right, and head
tilt left and right respectively [8].

The rotation matrix R is shown in

(112 73
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it is converted to Euler angles using
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7 = arctan
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with v, o, and [ representing Roll eagle, Yaw eagle, and Pitch eagle, respectively
[9].

The Euler angle is the angle between the transformed straight line and the
2D image straight line, which may differ from the real head attitude Euler angle
by 180° (e.g., 2° is on the same straight line as -178°). Since there is a limit to
the human head rotation, when the head rotation is too large, Retinaface cannot
detect it in the face image. We limit angle range to [-90°, 90°] using

0 = arcsin(sinf), (4)

where 6 is the Euler angle.

The camera is located high in the front of the classroom. When students are
sitting upright facing the camera, concentration is in a full mark state. The Euler
Angle in this state is defined as a forward gazing value. Combining the principle
of the head attitude measurement module with the experimental verification of
the surveillance video, the angular range and forward gazing values of the Euler
angle are detected and obtained, as shown in Table 1.

Table 1. Angular range and standard values of Euler angles

Euler angle|Detection range|Forward gazing value
Pitch [-30,30] -10
Yaw -60,60 0
Roll -48,48 0
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Table 2. 3D standard reference coordinates for face key points

Key point Reference coordinates
Center of the left eye -225,170,-135
Center of the right eye 225,170,-135
Tip of the nose 0,0,0
Corner of the left mouth -150,-150,-125
Corner of the right mouth 150,-150,-125

2.4 Concentration Decision Module

After obtaining the Euler angle of each student, data fusion through fuzzy com-
prehensive evaluation is performed to obtain the students’ concentration. Data
fusion methods include Bayesian theory [10], Kalman filter [11], etc. The reasons
for choosing fuzzy comprehensive evaluation are as follows:

— Concentration is an indicator that is not easy to judge and is a fuzzy ob-
jective. The concentration status can be quantified into a specific score by
using fuzzy methods.

— There is some error in head attitude measurement. The use of fuzzy methods
can reduce the effect of error on the evaluation of concentration.

— A single-factor ranking using Euler angles as an evaluation factor is consis-
tent with the fuzzy approach.

Therefore, we choose fuzzy comprehensive evaluation to fuse students’ con-
centration compared with other data fusion methods [12]. Firstly, the evaluation
factors and evaluation sets are determined. Three Euler angles (Pitch, Yaw and
Roll) are selected as the first evaluation factors, and different ranges of angle val-
ues are chosen as the second evaluation factors. The evaluation factors are delin-
eated in Table 3. Based on the student’s concentration in the classroom, the con-
centration evaluation set is: V={ vy (very focused),vs(focused),vs(unfocused),v,
(very unfocused)} . The evaluation sets are outlined in Table 4. For each stu-
dent’s set of Euler angles (pitch, yaw, roll), the first-level factors are determined
by Table 3. The corresponding level set of Euler angle (levely, level,, level,) is
obtained. Then, the evaluation rules in Table 4 determine the evaluation set to
which the Euler angles set belongs. If max(levely,levely,level,)= i, the evalua-
tion level is v;.

Then, the weight values of the three Euler angles are determined. The hierar-
chical analysis method proposed by Thomas L. Saaty, a member of the American
Academy of Engineering in 1971, is mainly applied to decision-making problems
with multiple uncertainties [13]. Hierarchical analysis is used to determine the
weights of the second level of factors (Euler angles). Pitch reflects the students’
head-down and head-up states, yaw reflects the head-turning variations, and roll
reflects the crooked head variations. In the actual classroom, students’ head at-
titude changes are more often shown as pitch and yaw changes. Based on the
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Table 3. Division of evaluation factors

First factors Second factors
Name of factor| Name of factor |Level
[-15,-5]
[-20,-16]U[-4,0]
[-25,-21]U[1,5]
[-30,-26]U[6,30]
[-15,15]
[-30,-16]U[16,30]
[-45,-31[U[31,45]
[-60,-46]U[46,60]
[-12,12]
[-24,13]U[13,24]
[-36,-25]U[25,36]
[-48,-37]U[37,48]

—

Pitch

Yaw

Roll

=W N W N W N

Table 4. Division of evaluation sets

Evaluation sets|Level|Score Evaluation rules
Very focused | vi | S1 |maz(levely,levely,level,)= 1
Focused vy | S2 |max(levely,levely,level,)= 2
Unfocused vz | Sz |maz(levely,levely,level,)= 3
Very unfocused| vs | Si |maz(levelp,levely,level,)= 4

hierarchical analysis method, the judgment matrix H is constructed as

5

5]. (5)
1

The weight value W = wij,ws, w3 = [0.45455,0.45455,0.09091] is obtained
through the square root method [14] and the largest characteristic root Apax
is 3. According to Table 5, the corresponding RI value is 0.52 [15]. The consis-
tency test result CR = 0 < 0.1 is obtained from

OI - %(Amax - 3)a (6)
CcI
CR= 2o, (7)

which passes the consistency test.
A single-factor fuzzy evaluation of the three Euler angles is performed sepa-
rately to obtain the single-factor evaluation matrix

11 ... T14
RM = = (T'pq)4><4,i = 1, 2,3 (8)
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Table 5. Consistency test RI value

n |l
RI

[\

314|567 ]8]|9
0.52|0.89(1.12{1.26{1.36(1.41|1.46

o
o

And 7,4 denotes the degree of affiliation of No.p factor in the second factor sets
to No.q element in the evaluation sets and satisfies

4
D rpg=1p=1234 (9)

q=1

Next, the fuzzy comprehensive model B = [By1, Bia, Blg]T is established ac-
cording to the one-factor evaluation matrix of Euler’s angle, and the calculation
is shown in

By =Wy - Ry, (10)
11 - T14
= [wﬂ,wig,wig,wi4] . 1 =1,2,3,
T41 * T44

where the first layer of the factors are considered to have the same weight, i.e.,
w1 = Wi = wiz = wiy = 0.25. After obtaining the fuzzy comprehensive matrix
of Euler’s angle, according to the different combinations of weights, we get the
fuzzy comprehensive evaluation matrix of students’ concentration D, as shown

in
By

D =W eB = |wy,wy,ws]e |Bia] . (11)
Bis

Finally, according to the evaluation set, we convert students’ concentration into
percentage scores and set the scores of 51-S4 as 100, 75, 50, 25 respectively, and
the concentration scores are shown in

S1
So
S3
Sy

Y=DeS=De (12)

3 Experimental Validation and Analysis of Results

This section completes the experimental validation of the overall algorithm and
analyses the results of the experiments. The effectiveness of the modules of the
algorithm was verified through facial key points detection experiment and head
attitude angle measurement experiment. The implementation of the overall func-
tional effectiveness of the algorithm was tested under the classroom video dataset
of 35 students.
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3.1 Face Key Points Detection Experiment
The main parameters for setting up Retinaface are as follows.

— Threshold = 0.8. Candidate boxes with probability values greater than this
threshold are subjected to the next cropping step.

— Scales = [1.0]. Tt is used to detect images at different scales to improve the
accuracy of detection. The default value is [1.0], which means no scaling is
performed.

— Do_flip = 0. It represents no image flipping.

The face detection effect is tested in a classroom video with 35 students.
The video frame rate used in the experiment is 25 frames per second. A 40-
second classroom video was randomly intercepted for testing and sampled every
25 frames, and the detection rate is shown in Fig. 2.

100

e - i
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60

40 -

Face detection rate
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Fig. 2. Face detection rate for classroom video

The significant effects of the five face key points are shown in Fig. 3.

The visualization of face key points detection is shown in Fig. 4. In the class-
room video, the average face detection rate of the 40-second video is 90.66%, and
most of the undetected faces are those where the student’s face has completely
disappeared (e.g., lying on a table) or has been obscured. The accuracy of the
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Fig. 3. The significant effects of the five face key points

Retinaface algorithm meets the demand for key points detection of faces in the
classroom. Some of the cropped single-face images are shown in Fig. 5.

Fig. 4. The visualization of face key points detection

3.2 Head Attitude Angle Measurement Experiment

The three states of head down, head tilt to the right, and head turns to the
right were tested on a single-person video dataset to visualize the effect of head
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Fig. 5. Part of cropped face images

attitude angle measurement, as shown in Fig. 6. The three numbers indicate the
pitch angle, yaw angle, and roll angle in turn.

Fig. 6. Euler angles measurement results for one-person experiment

The head attitude Euler angle is calculated separately for each individual
based on Retinaface cuts of individual face images. The head attitude angle
measurement experiment under the classroom surveillance video dataset is shown
in Fig. 7.

According to the visualisation results shown in Fig. 6 and Fig. 7, and the
theory described in Egs.( 1- 4). It can be seen that the Euler angles obtained
by the head attitude angle measurement module proposed in this paper basi-
cally conform to the objective situation. In the experiments of complex offline
classrooms, the accuracy of head attitude angle measurement depends on the
accuracy of face key points detection.

3.3 Experimental validation based on classroom surveillance video

Random 20 minutes of video data are intercepted from the classroom surveillance
video of 35 students. The video includes a 5-minute class break between minutes
6 and 11, with vertical dashed lines at the time points of minutes 6 and 11. The
effectiveness and validity of the algorithm’s application in an offline classroom
are tested on the 20-minute video. The frame rate of the experimental video is
25 frames per second. Video images are sampled every 750 frames (i.e., every 30
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Fig. 7. Euler angles measurement results for classroom video experiment

seconds). After reading the video, a line graph of students’ concentration scores
over time is obtained, as shown in Fig 8. We analyze the algorithm’s real-time
performance to ensure its suitability for real-world classroom environments. We
use an AMD Ryzen 9 5950X CPU for inference, and the algorithm outputs the
student’s concentration score at 30 FPS. This meets the requirement for a real-
time classroom. Furthermore, by optimizing hardware and implementing parallel
processing technology, we can further reduce inference delays and enhance the
algorithm’s applicability in the classroom.

As seen in Fig 8, fluctuations in students’ concentration scores were detected
in the first 6 minutes but remained at a high level overall. Between the 6th and
11th minutes, a class break was taken, during which concentration scores were at
a lower level. At the 11th minute, when the recess ended and the class resumed,
students’ concentration scores increased and gradually returned to the state they
were in 6 minutes before the end of the class.

Ten frames of classroom video were randomly intercepted. Fifteen reviewers
were asked to rate the students’ concentration in the frames, and the average
of scores from reviewers was used as an objective criterion for the evaluation
of students’ concentration. Comparing it to the algorithm’s score obtained by
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Fig. 8. Concentration results from classroom video experiment

Equation 12, the results are shown in Table 6. Comparing the expert’s score with
the algorithm’s score, the average accuracy was 88.3%. The Pearson correlation
coefficient was used as a concentration index to further verify the effectiveness
of the algorithm. The formula is shown in

pe i @D (i 9)
VI (@ -2 S, (- 9)°

where the closer the absolute value is to 1, the stronger the correlation between
the two variables [16].

; (13)

Table 6. Comparison of Algorithm’s Score

Expert’s score | 72.5 | 61.8 | 80.4 | 424 | 40.2 | 57.3 | 81.2 | 65.3 | 45.4 | 75.6
Algorithm’s score| 64 68 71 49 47 63 74 61 52 67
Accuracy 88.3%90.0%88.3%84.4%|83.1%(90.1%91.1%93.4%85.5%88.6%

The Pearson correlation coefficient of 0.936 can be obtained from Equa-
tion 13, which proves that the algorithm’s concentration scores have a high
correlation with the artificial scores, verifying the effectiveness of the algorithm.
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The algorithm is suitable for evaluating students’ concentration in offline class-
rooms.

4 Conclusion

In order to evaluate students’ concentration in offline education, an evaluation
algorithm based on a fuzzy comprehensive evaluation is proposed. In the algo-
rithm, Retinaface is employed to extract face images of students from surveillance
video frames and detect 2D key points on the faces. These 2D key points are
matched with 3D standard face models, enabling the derivation of Euler angles
representing head attitude through a rotation matrix. Subsequently, all the Eu-
ler angles of the students of an image frame are taken as input. Data fusion
is performed through a comprehensive fuzzy evaluation to obtain the student’s
concentration score. Once the video is analyzed, a concentration score curve over
time is generated.

The average face detection rate of 90.66% in a 40-second video verifies the
accuracy of face key points detection. The algorithm outputs the student’s con-
centration scores at 30 FPS, meeting the requirement of a real-time classroom.
The validity of head attitude angle measurement is confirmed in a one-person
video experiment. The overall functionality of the algorithm is tested on 20 min-
utes of real classroom video, resulting in an average accuracy of 83.3% and a
Pearson’s correlation coefficient of 0.936 compared with artificial scores. The ac-
curacy and correlation coefficient value validate the overall effectiveness of the
algorithm, demonstrating that the concentration scores obtained align with the
objective situation.

Compared with other concentration evaluation methods, the proposed algo-
rithm evaluates overall student concentration using low-pixel video. Therefore, it
can run in most offline classrooms with surveillance devices and help realize the
automatic evaluation of education quality in the future. The effectiveness of the
algorithm is further discussed in classrooms with different settings, which have
different shooting angles, lighting conditions and occlusions. For different shoot-
ing angles, the standard value of the Euler Angle corresponding to the state of
the front platform is different, and the standard Euler Angle can be adjusted to
adapt to the concentration evaluation of the classroom with different shooting
angles. Different lighting conditions and occlusions will affect the accuracy of
the algorithm; too strong or too dark light, as well as too many occlusions, will
reduce the accuracy of face key point detection and then affect the concentration
evaluation, which is inevitable in the algorithm. In future research, considering
that face detection is unable to detect the complete loss of facial information, we
will try to add the criterion of action state recognition to the scoring rules. This
addition will enable the algorithm to achieve a more reasonable and effective
evaluation of students’ concentration.
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